Appendix:  Questionnaire and dataset for lecture Traweger.
Sex (1=male  / 2=female)
Origin  (1=Tirol  /  2=other Austria  /  3=abroad)
Age
Ski brand (1=Fischer  /  2=Atomic  /  3=Kästle  / 4=Others)
Number of crashes
Hot wine consumption in cups

Assessment of the ski area  (1=very nice    2=nice     3=to some extent nice
  4=not so nice)

	sex
	origin
	age
	ski_brand
	crashes
	hot_wine
	assessment_area

	1
	3
	20
	1
	10
	7
	1

	1
	3
	20
	1
	10
	7
	1

	1
	3
	18
	1
	10
	6
	1

	1
	2
	25
	1
	8
	5
	2

	1
	3
	25
	1
	8
	5
	1

	1
	2
	40
	2
	3
	3
	3

	2
	1
	35
	3
	4
	3
	3

	2
	1
	32
	3
	5
	3
	3

	2
	1
	30
	3
	6
	5
	3

	1
	1
	30
	1
	8
	5
	2

	2
	1
	45
	3
	3
	3
	3

	2
	1
	45
	1
	2
	2
	4

	2
	1
	60
	3
	0
	1
	4

	2
	1
	60
	3
	1
	2
	4

	2
	2
	50
	4
	1
	2
	4


1) Is there a difference between men and women regarding their ski brand?

2) Is there a correlation between age and assessment of the ski area?
3) Is there a difference between men and women regarding the assessment of the ski area?

4) Is there a correlation between number of hot wine cups and number of crashes?

5) Is there a difference between the 3 origins regarding the assessment of the ski area?

6) Is there a difference between men and women regarding their number of crashes?

7) Applying a regression analysis: Is the variable hot_wine a good predictor to estimate the variable number of crashes? How many crashes might someone have, who drinks 10 cups of hot wine during his/her ski day.

Appendix: SPSS program and SPSS commands:
SPSS-program:

Open SPSS on your computer.

If SPSS is in German, go to NEUES DATENSET and ÖFFNEN (a new empty dataset will open)

Go to BEARBEITEN in the top menu, then “Optionen”, “Sprache”: 

 now change all language settings (2x) to English

 click on “Anwenden” then OK and OK again.

NOW the SPSS-version on your computer should be in English !

SPSS shows you a data view and a variable view (bottom left)

Go to Variable View and start with the SPSS-programming:
As for our data set, you need to define the following (minimal version for the sample questionnaire):

Name: short variable name (one word only) or if you have to use two words than “underline” between

Label: longer name of the entire variable or even the short question of the questionnaire

Values:  “click on the right side of the box”, a window opens, where you write the value and then

the labels one by one; always click add and when defined all labels then OK.

Measure: select the measure of your variable/question (nominal/ordinal/scale)


[image: image1]
NOW you change to Data View and type the numbers of the given answers from the questionnaire:

[image: image2]
If all data are entered in the data set, you save the file and start with a
Frequency Distribution:

SPSS commands:
ANALYZE -> Descriptive Statistics -> Frequencies 








(select your variables and drag into box / OK)

If one wants to apply some statistics, like modus, mean, median, etc…., then go to Statistics (right top corner), select what you want to analyze and click on continue. 

The following result (e.g. variable ski_brand) – here without any statistics  - will appear:
[image: image3.png]ski_brand

GCumuative
Frequency  Percent  ValidPercent  Percent
Valld_Fischer 3 400 400 400
Atomic 2 133 133 533
Kastle 3 400 400 933
Others 1 67 67 1000
Total 15 1000 1000





Based on the results of the frequency distribution, one might be interested what demographic variables (e.g. sex, age, origin, etc...) have an influence on the given result. 
To analyze the influence of demographic variables on other variables, 
statistical tests have to be applied.

Chi-Square-Test:
· Only for Nominal Variables
· To analyze if there are differences betwenn groups of people regarding nominal variables. 
· Formulating the 2 hypotheses H0 (no difference between groups) and H1 (significant difference between groups); in general a sig=0,05 (level of significance) is used for that decision, if H0 or H1.
· SPSS: 

· Analyze -> Descriptive statistics -> Crosstabs (drag your 2 variables in row and column)
· Statistics:   mark box of  Chi-square  -> Continue
· Cells: mark box of  row and column  -> Continue  -> OK
· SPSS-output: check the testbox below the crosstabulation for the asymp.Significanze

· Sig > 0,05      ->  H0

· Sig.≤ 0,05      ->  H1

· Interpretation in case of H1;  %-values of the crosstabulation to be interpreted.

Take note: if you analyse a 2x2 table (male/female versus  yes/no) a continuity correction will be applied by the SPSS-software. In this case the significance level of the continuity correction has to be used for the decision if H0 or H1. 
Mann-Whitney U-Test

· Only for Ordinal Variables

· To analyze if there are differences betwenn 2 groups of people regarding ordinal variables. 
· Formulating the 2 hypotheses H0 (no difference between groups) and H1 (significant difference between groups); 

· SPSS:

· Analyze -> Nonparametric Tests ->  Legacy Dialogs -> 2 independent samples (see box)

· Testvariable is always the ordinal variable

· Grouping variable -> define the two groups ,
e.g. 1 for male and 2 for female -> Continue  -> OK
· Asymptotic significance:  decide if H0 or H1

· If H1:  the mean ranks have to be interpreted;  compare with the number in the questionnaire:

· if 1=good and 4=not so good, then a lower mean rank means a better assessment.

Kruskal-Wallis-Test

· Only for Ordinal Variables

· To analyze if there are differences betwenn 3 or more groups of people regarding ordinal variables. 
· Formulating the 2 hypotheses H0 (no difference between groups) and H1 (significant difference between groups); 

· SPSS:

· Analyze -> Nonparametric Tests ->  Legacy Dialogs -> K Independent samples (see box)

· Testvariable is always the ordinal variable

· Grouping variable -> define the two groups MIN/MAX  
e.g. 1 and 3  -> Continue  -> OK
· Asymptotic significance:  decide if H0 or H1

· If H1:  the mean ranks have to be interpreted;  compare with the number in the questionnaire:   
· if 1=good and 4=not so good, then a lower mean rank means a better assessment.

Analysis of Variance (ANOVA):

· Only for metric Variables

· To analyze if there are differences betwenn 2 or more groups of people regarding metric variables. 

--------------------------------------------------------------------------------------------------------
IMPORTANT:  The metric variable has to be normal distributed (Precondition !!!)
To be done by using the K-S Test; where 
H0  shows, thatNormaldistribution is given , or

H1  shows, that the metric variable is NOT normally distributed.

SPPS – commands:

Analyze -> Nonparametric Tests ->  Legacy Dialogs -> K-S 1-Sample

ANOVA to be continued:
· Formulating the 2 hypotheses H0 (no difference between groups) and H1 (significant difference between groups); 

· SPSS:
· Analyze -> Compare Means -> One-Way ANOVA
· Dependent List is always the metric variable

· Factor is e.g. the demographic variable

· Then go to the box OPTIONS, when open, mark Descriptives  -> Continue -> OK
· Significance:  decide if H0 or H1

If H1:  the means have to be interpreted;  
NOTE:  If normal distribution is not given, a Mann-Whitney U-Test or a Kruskal-Wallis Test have to be applied.

Correlation Coefficient SPEARMAN  

for ordinal variables or at least one ordinal and one metric variable
· Formulating the 2 hypotheses H0 (no correlation between variables) and H1 (significant correlation between variables); 

· SPSS:

· Analyze -> Correlate ->  Bivariate  (drag the two variables in the box and check SPEARMAN on the bottom of that box)  ->  OK
· Sig. (Significance):  decide if H0 or H1

      If H1:  the correlation coefficient  (-1 means perfect negative correlation and +1 means  

      perfect positive correlation) has to be interpreted.
Correlation Coefficient PEARSON  for metric variables ONLY.
· Formulating the 2 hypotheses H0 (no correlation between variables) and H1 (significant correlation between variables); 

· SPSS:

· Analyze -> Correlate ->  Bivariate  (drag the two variables in the box and check PEARSON on the bottom of that box)  ->  OK
· Sig (Significance):  decide if H0 or H1

      If H1:  the correlation coefficient  (-1 means perfect negative correlation and +1 means  

      perfect positive correlation) has to be interpreted.
REGRESSION Analysis

A linear regression analysis is used to predict a variable y by an independent variable x. Within the regression analysis we compute R2, significance, regression equation. 

R2 to find out, if the variable x is a good predictor variable; R2 between 0,6 and 1 indicates a good model
Sig  shows, if x has a significant influence on y (sig≤0,05)
The term α + βx gives the mathematical formula to predict y, where α is the constant
· SPSS:

· Analyze -> Regression -> Linear Regression
· Dependent is always the variable that will be predicted (y)

· Independent is the variable (x) that is used for predicting y

· OK

· SPSS-Output:

· Model Summary:

· R Square should be very high to be a good predictor variable (betwenn 0,6 and 1)

· ANOVA:

· The Sig. tells if the influence of x has a significant impact on y

· Coefficients: Unstandardised Coefficients


· (Constant under B) is the α in our equation

· E.g. cups of hot wine is the Regression-Coefficient β for the x-variable

· The Mathematical equation shows:

· Y =  α  +  βx
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